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. 1. INTRODUCTION AND SUMMARY

IN sample surveys, it happens sometimes that several auxiliary variables
are available for measurement which are highly correlated with the

variable under study. It is therefore of interest to investigate the effect
of using all or some of them in building up an estimate of the popula-
tion mean or total of the character under study. Olkin (1958) has
discussed the extension of ratio method of estimation to several auxi--
liary variables for uni-stage designs. Sukhatme and Koshal (1959)
have discussed the ratio method of estimation in, the case of a single
auxiliary variable with unknown populatron mean for multi-stage
designs. The object of this paper is to extend these results to several
auxiliary variables with unknown means for a three-stage design. The
" treatment is perfectly general and the results can be extended to designs
'wrth any number of stages :

2. NOTATION AND THE PROCEDURE OF MULTI-PHASE SAMPLING
Let - .
*p = number of aquliary vaﬁab_les available for measurement.
~ N = total number- of primary units in the populatign;
M, = total number of secondary units in the i-th primary unit
(=12, ..., N).

B,; = total number of . tertiary units in the (, ])-th secondary
wnit (j=1, 2, ..., M;). .
the value of the variable under study for the k-th tertiary
unit of the j-th secondary unit in the i-th primary unit"
k=1, 2, ..., By. "
Xqi = the value -of a-th auxiliary variable for the k-th tertiary
- unit- of the j-th secondary unit in the i-th primary unit
(a=1, 2, ..., D)

Yyw =
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The quantities correspoﬁding to each of the auxiliary variables
are also defined in a similar fashion.

The problem considered here is to estimate the population mean
7. using the information on the p auxiliary variables when the popu-
lation means of these auxiliary variables are not known. In such
a case, the procedure of multi-phase sampling is usually adopted
as given in the following scheme. "

We shall consider a scheme of sampling where at each stage,
sampling units are selected with equal probabilities and without replace-
ment. The results can however be extended to other schemes of
sampling also. To estimate the population means of the auxiliary
variables, we take a random sample of »’ primary units out of N.
In the i-th selected primary unit, we select a random sample of m,’
secondary units out of M,. In the (i, j)-th selected secondary unit,
we select a random sample of b;; tertiary units out of B;; and observe
the auxiliary variables on the selected units. Then an unbiased estimate
of %, . is given by

7 ﬂl,;' :
- 1 u; Z _,
Xaw' = ﬁ' W vi} X aij (2‘2)
where
1 L7
x’aii = b7 Xaijk (a=1, 2,-- D)
iJ

and the summation is taken over all the units-in the sample.
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A sub-sample of »n units is now selected at random with equal
probabilities and without replacement from the selected »' primary
units. If the i-th primary unit is in the sub-sample, a simple random
sample of m; secondary units is drawn out of m,. If the (i, j)-th
secondary unit is in the sub-sample, a simple random sample of b,
tertiary units is drawn from b,;/. This sub-sample is used to observe the
main variable under study. ¢ Then the estimate proposed for the
population mean j_ using information on all the auxiliary vari-
ables is

) ’ .
Yr= 2 WareXay ’ (23)
a=1 _ )
where i,
o2
Xan
n Tomyg

-1 u, _' o '
Yn =, Z m, Vij Vij @4
b
Vi = L Z Viger'
7] bij (215

%o, based on (n, m,, b,) are defined as in (2.2) and w = (w,, Way ovey
w,) are the ’weights such that 2’;’ We = 1.
a=1

Then it is clear that

oo (1 1
Cov. (xam yn) - (ﬁ - ) byz'a_ l’lN Z <E M. ) Suu-a

N M;
1 :
D Z (5.~ ) Sowe 2.5)
i=1 i=1 .
where
N
buwa Z uwj}i - j}.) (uix'ai.. - xa.‘. )
M;
Siuma - J_’~.) (Vu?zailj. “‘.X'a;.,) (2-6)
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Bi;

S1)Jza Z (ytﬂv yw ) ("\awk 'xa,,] )

(e=1, 2,...,p).

In what follows, any estimate with a dash will indicate an estimate
based on the larger sample while one without it will indicate an estimate
based on the smaller sub-sample, the estimator being the same in both
the cases unless specified otherwise.’

3. EXPECTATION AND VARIANCE OF j,

It can be shown that when x’s are positive and sample size so
large that terms of order higher than 1/n can be neglected:

E (I'afa_nr)
— J_) I‘ 1 4 (xan) |4 (xan’)

xZ

a...

_ Cov. (7ns Xan) — Cov.(F,, X‘an')]

e G.1)

Hence the relative bias in the estimate y, to the first degree of
approximation is given by:

D
Z W l:v (fa'") - (xm") —_ COV' O—)"’ xa,n)—COV. (J—)n" Xan')

V.. X,
a=1
(3.2)
Define
S§%,,
Sby:ca = pb]/aS’lijIaﬂ '_277 e = C,,2
X a ...
S2 .
Siya‘a = Piy Sw Sma’ 21%' C 2 (33)
..
Szi'z
Sij//.ra: Piju Sijy Suza #a = Czi,a
a..
Sba:az’g PbﬁaSwaSzB
Using (3.3), the expression for the relative bias reduces to
P

1 1
Z Wa (ﬁ - N) (Cz;a%— PrsaCryCra)
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Y N
1
) 1'2 (’“ - —‘) (Cw, Piya Cw Cw.)

. nN ‘ m
i=1
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' U 2 _ ).
+ nN ZmiMi Z Yo <bu Bu>
i=1 J=1

X (Czija._ Piiya. ijy ua)]

(Similar terms with n, m; and b“ replaced by ', m;’ and
- G9

b, respectively). _ :

In pa;tiqular, assume that
C by = b, by=0D.

4 m/=m', my=m, Dby
4) M,=M,B,;= B

(B) Finite correction factors can be ignored

Let

: ng2=lzsiz=2 ! Swzgzmzzsziiw (3.5)

If further, we assume that:

m; —m—Mt, b, = b, = By

(C) n' =N,
i.e., there is no sub-sampling and there is no double—samplmg, the
relative bias .is given by o
: (3.7

ki
2 W, (C veq — Pousg Cy Cbta)

which is the expression. given by Olkin (1958)

Tt can be seen that to the first order of approximation
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Cov. (r,%,, FpXp,)

_ o2 [V _ COv.Gu %q)  COV. (s %5,)
N = I S v—
Yo V.. Xa,. Y. Xg..

4 GOV Fan ffsn]_ 2 [F0w) _ COV-Gis Ty
%a.. .. "L I

) COV' ()_]11'1 x n’) COV' ()_Can’, X n -
— Py 2 = B )J+V<y,,') (3.8)

J—).. xﬁ... Xa.. X

If we write the matrix D, = (dap), where the (a, fB)-th element
daﬁ is given by

_ I/_@n) . COV. ()_/'",)-C'an) _ COV' (J_)n’ xﬁn) —l— COV' (ianix_‘-ﬁn)

dyg = - — —
L ke, V.. Xa... XG.
and D, = (d'qs) With n, m,, b, in dos replaced by ', m/, b,/, the
variance of y, can simply be written as
‘11 o
V(i) =2 w2V (rqfew) + X wewg COV. (FoXgp, rg Xga)
=] as£B
=32, WDW' + ¥ (5,) (3.9)

where D = D, — D,

Using (3.8), the variance of y, can be written as

D N
Sy - , 1 1 0, 1 1 1 o 2
Vi) =7. Z WaWg l:(ﬁ—;,) G +n_]\Z (E—M)ui C;
: : i=1

a B
1YV 11
—_— — — .2 .2
n’NZ (mi, M{) u*Cs
i=1
LY e 1 1y
Us '_ - ‘.2 |2
+ nN mM, Z (bij Bij) vy Cy
i=1 i=1

Iy w Y11
— M A 1IN s
WN /L imM, (bﬁ’ 5. ) v Cy ]
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+y-2...[<37——> i ) e =
+ 'N__,m'M Z(b,;‘B) o’ W] G3.10)

Where
G = Cp,® — pynCi,,Cia - PryCuCog + PrapCraCap
C2=Cy® — puaCiCia = PupCuCip + PiapCiaCig
C, 2= C%;, — ,Juacwcha - Pii!’ﬁciiycijﬁ+ Piiaf C“ac”ﬁ
A @3.11):

Under the assumptions (4),-(4"), (B) and (3.5), the exp1ess10n for
V (y,) simplifies to:

0=V ran [ 2) ¢+ (o i)

a g
i 11 5, ,,y Swi,,2 S 2
+ (m n/’nlb/ Sw :I + + /b/
(3.12)

Where _ A

S, = Sbyz - RaSbyza - R[éSbyx’g -+ RaRBSb;:a sz’g

5t = 80 = ReSlwry = RoSuvig RaRoSunySiry

=‘w2 = ‘=w1/2 - Ra=|ay;:a ﬁwyz;g"" R RﬁSwaaSwmﬁ
l _J. _ . ‘

4. OptiMUuM WEIGHT FuNcTION

Of all the weight vectors with the condition Zp,‘ we = 1, we choose

1
that vector for which ¥ () is minimum. From the expression for the
variance of y, given in (3.9), it is clear that it will suﬁ‘ice to minimize

WDW',
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Let
¢ =WDW — 2A(we’ — 1)

Where A is the lagrangian multiplier and e=(, 1,..., 1).
Differentiating ¢ with respect to W and equating the result to zero
vector for a minimum, we obtain:

WD — Xe = 0.

Assuming D' to exist, we obtain

W = deD,
so that
A= L ,
eD1le

and therefore the optimum vector W is given by

eD‘1
W= oD 1e : 4.1

and the optimum variance is given by

V (TR)ost. = + V) “4.2)

D 1 !
Under the assumption (C), it is clear that V(3,7 = 0 and the matrix
D reduces to G/n where the (a, 8)-th element of the matrix G is given
by

N—n
gap = Pyeg — Cycaa, T Puag CyC,B—{— pzarBCzaCzB)
: . 4.3)
and the optimum variance of j, reduces to
VPRt = — 21, (4.4

neG‘le
which is the result given by Olkin (1958).
Using the method of Olkin (1958), it can again be shown that in the
case of multiphase sampling, the estimate based on ¢ variables is more

efficient than the one based on p auxiliary variables whenever ¢ is greater
than p. .
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5. [ESTIMATION OF THE VARIANCE OF Jp

If the bias is negligible, R, may be estimated by Ry =7,/%am SO
that a consistent estimate of 3% d,g is given by ' :

Est. ¥ ( $,).— Ry Est. Cov. (J,, %q,) — Rg Bst. Cov. (§,, Xg,)
' + R,Rg Bst. Cov. (Rau %gn) 5.1

with a similar expression for the estimate of % d’qg, where Est. V' (5,),
Est. Cov. (7,; %4,), Est. Cov. (7,, %g,) and Est. Cov. (%,, ¥g,) denote
unbiased estimates of ¥V (3,), Cov. (¥, %as)s CoV. (Jy, Xg,) and Cov.
(Raw %gn) respectively. Ignoring the bias, we have approximately,

Est. D! = (Bst. D)t = D! (.2)
Also the matrix D is estimated by ‘ " '

D = (Est. 7%, dpp — Est. 32 d'sp) o (5.3)

Hence, a consistent estimate of the variance of y,is given by

. o i 1 ) . = - ‘
Est:V (§p) = v + Est. V(?’M) (5-4)

6. EFFICIENCY OF MULTI-PHASE SAMPLING

Let

s 2 T )

Sy, _ G2 Duw e

= = Ly s Ta T Mwyd

V2, “wrpR.

5 2 Se - v
we  __ él 2 weg . (C 2

= . wa =92 - w s

Xa.. X%

- - — g = = = = -

S'.mamﬂ - pmafg wrgtwrg? wigrR - wmarfgSm.raSw/ﬁ

) Swy-xa = f-)uyaSwyS,,,xa{ S"”’a. = EWWST".J}S”.%;.
Further, for the sake of simplicity, let

Cba = Cb’ Cu‘a = Cw’ C=wa = C:w
"

3 - - E N =
Peya = Poys pwyll = Pw;,? Puwya = Puwy*

Puag = Po> Puap = Pus f=7wa.,‘3 = Po-
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Then assuming (4), (4"), (B) and (3.5), it can be seen that the
optimum weight vector is given by

' 1
W:(l,l,__‘,_)
»p p '
and the expression for the variance ¥ (j) reduces to

—V

2
VGp) = o (G g Cat . Cor

nm nmb

jja
+ 2 (G- ) Gt =
I U NA,. .
+ (nT,n - n'_m') Cw (l - I)w)
1 1 Nz, =
—'— (m - n/’nlbl) Cw (1 - pw)

1 1
+ (5 = 7) G — 20,G,C)

1 1N sy o o om
;;77_ - nlm’> (prm - 2p|r.,,cwcwly)
+p (nmb n m’b > (p'v o 2 oy C C, J)] 6.1
Under the same assumptions, the variance of p, reduces to
Sy be wy awz
V0 =5 ( m _ ‘nmb (6.2)

It follows that if the following inequalities hold,” namely
C2(1 —p,) + 2 (p,C% — 2py, C be) <0
Cw (1 pw) + p (Pw w prycm zoJ) < 0

' waz (1 - ;w) + p (7)1051112 - 2p=w1/ éDCTlJy) < 0

the estimate j, based on multi-phase sampling will be more efficient
than the estimate $,. On simplification, these conditions reduce to:

Plvy >1£b
1+ —1Dp,~ 2C,

) pf)wy 1 Cw
Ty Ao 6.3
I+@—1ha, 2¢,, ©.3)
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ppwz/ > {_@_
1+~ 05 2C, '

7. JLLUSTRATION WITH SPECIAL REFERENCE TO SURVEY ON GUAVA IN
U.P.

In this section, we shall develop appropriate procedures based
on the use of two auxiliary variables for estimating the population
total with special reference to the sampling design adopted by the
Institute of Agricultural Research Statistics, I.C.A.R., in the pilot sample
survey on guava crop, carried out in Allahabad District of Uttar
Pradesh during the year 1961-62.

The design adopted for the survey was stratified multi-stage random
sampling with tehsils constituting the strata, villages, the primary
units of sampling, orchards under guava the secondary units and trees
the ultimate units of sampling. In each stratum, a certain number
of villages were selected with equal probability and without replace-
ment. In each selected village, all the guava orchards were com-
pletely enumerated to determine the number of bearing trees and the
area under guava orchards. A sub-sample of these villages was
selected for the purpose of yield study. Within each of these selected
villages, & specified number of guava orchards were selected at random.
Within each selected orchard, a certain number of bearing trees were
selected at random to record the yield of the crop.

For the purpose of illustration, we will derive result for one
stratum only. Let ’

N = number of villages in the tehsil,

M, = number of guava orchards in the i-th village i =1, 2, ...,
N).
B, = number of bearing guava trees in the j-th ofchard of the

i-th village (j=1, 2,...,M).
A,;=area of the j-th orchard in the i-th village.

yi'jk = yield of the.k-th tree in the j-th orchard of the i-th village
k=1, 2,..., B).

n’ = number of villages selected for complete enumeration.

‘n = number of villages sub-sampled for yield study.
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m, = number of orchards selected in the i-th village contained

in n.
b,, = number of trees selected in the (1 J)-th orchard contained
in #.
N N M; N ¥M; By
V. =2y.=2 2y, =2 2 Vi
i=1 i=1 j=1 i=1 j=1 k=1
“
N N M;
4 = 2‘445. =) At]
i=1 i=1 j=1
N N M3
B = 2B1, = 2 -Bz]
i=1 i=1 j=1

Then an unbiased estimate of the total number of bearing trees is given

.B"r = ]—V- Bi'
n Z‘ :

Similarly, an unbiased estimate of total area under guava orchards
is given by:

A,:~ZA )

Defining

n M‘
N M -
I =4 ﬁ:ZBi}yu
i i
N M,
b= e L
7 i
NI

it can be shown that y,, B, and 4, are unbiased estimates of y_,
B and A_ respectively.
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For the purpose of illustration, we shall consider the following
four estimates:

(i) yu

(i) T, = % . B,

H

(i) T, = %ﬂn A

where w is so determined that ¥ (7) is minimum.

Then, it can be shown that

V(Tl) = (1 - ") (84,2 +V8"Sus" — ZyBSbBy)+( N) '

1 s -
nN Z (m a7 ) S’ + 78" Sie® — Z7Sia,)

N M;
1 MiZ 9 1 1 .
N Lam, Lo P (bﬁ - 5,) St
i=1 j=1

with a similar expression for ¥V (7,) and

1 1 o = - _ _
Cov. (T, Ty = (;1 — r?) (Sz,y“"f‘ VeV aSepa — V8Semy — P4Sua,)

i

- 2
+nN M (m M

i=1

X (8% + Pu¥aSiss — S1By VaSiay)

HNZ Z (b“ B)Sz"”
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bﬂ = 1 Z(y'b N)
- | b
2 = - —
S =M, = IZ(J’.ﬁ. A M,)
N j=1'
Bij
» — 1Z(y1!’~ _yu)
.l SbB‘Z — Z(Bi i
SiB2 _ —1 Z( ) )
_I.N\(n _B.
(y'l.. - F)(Bt N),
‘ ' M .
. 1 ' Ji. B;.
Sy =31,=10, (%= 3,) (2= 3)
=1 .
(5 - M(a-%)

1
SMB = Mi —_1 (Bij —; u - M)
j=1.

=

Mz“

1
S = N1

=

#

1

1
-~ Sypa =—_l

=

‘FMZ

and
2 2 )
SbA ) S‘M > SbAy’ SiA_r/
. ]
are deﬁned in a similar manner.

From the theory developed: earher it is clear that the Optlmum
weight w is given by -
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V (T, — Cov. (I, Ty) -

W= 7Ty =2 Cov. (To Ty + V(Ty) "

To estimate the variances, consider the quantities

bij

Szl’jy = ;i—l Z (yijl.; — )71',')2

m; g 2
5i,° :—Wil Z <Bi,')_’ij - n—i: Z Bijf’ij)

n i Coa m; 2
S”{’z = i 1 Z <'¥1 ZB”)-}“ —‘711 Zﬂ% )_—.: Bi!yﬁ)

1 v/ v VMG,
. RS

.S'b132 = no1 Z < n_: ij — n ’ﬁ:Z Bu)

1

n mi 4 . .
R R T A7A T VA
B hn—1 m; Yool ym, K
w4 ma

1 ’mi 1 m,l: A )
Sipy = ITI[——‘l (BU - % Z Bij)

97
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mq mi
1
Z ( ~m, Z B,.,)
X (Aij - Eli ZA‘ij>

with 51m11ar expressions for s;,*

SiaB o

Sia% Spay and s,

It can then be shown that consistent Pst1mates of V(Tl) V(Ty)
and Cov. (T 1, T,) are given by

= Est. V(T

=(1__1)b,,2+—z (@"M)s2
. : B NnZ m, Z: Y (b‘, B, _,,,,-l—y (/ —'“) .
e )

2% Z 1 1y -
P M, ’E M, Sigy

with a similar- expression for Est. ¥V (Ty), and

N

lefz E‘st. Cov. (T}, Ty)

. 11
. 2 2 f . 2
‘(‘ N) b +NnZM (mi M)
S NN e
L. /11 T w NS G
"+ YpYa (ﬁ_’ﬁ') SbAB‘i‘ys:jA Z Miz(ﬁ—ﬁ)smg

. /1 1y . /1 1
— VB (71 - ;1') Sipy — Ya (ﬁ — Svay
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Where

N

For the purpose of illustration, we shall consider the data fot
" chail tehsil only. Here N = 153, n’ =88, n=27; '

yg =0-46 md. per bearing tree.
¥, =49-71 md. p;n: acre.

Est. ¥V (T,) = 189700528- 1

Est. ¥ (T,) — 238179970-0

Est. Cov. (T, T,) = 198656922-0
Est. ¥ (y,) = 4309750668

Est. w = 1-29.

Est. V(T) = 187076041-8.

The table below gives the relative efficiencies for the different
estimates:

Estimate N T T, T
% Relative efficiency .. 100 227 181 230

These results clearly show that the use of one or more auxiliary
variables has proved efficient, the gain in efficiency ranging from 81%
to 130%. The weighted estimate 7 based on both the auxiliary .
variables, is the most efficient of all the estimates.

8. APPLICATION TO THE CASE OF VARYING PROBABILITIES WITH SPECIAL
REFERENCE TO THE SURVEY ON MANGO IN U.P.

~ In the theory developed so far, it has been assumed that at each
stage, the sampling units are selected with equal probability and with-
out replacement. It is however a common practice to find situations,
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especially in large-scale surveys, where the primary units are selected
with varying probabilities and with replacement. The extension of
the theory to such cases does not present any special difficulties and
is straightforward. We shall merely give an indication with special
reference to the sampling design adopted by the Institute of Agricultural
Research Statistics, in the pilot sample survey on mango carried out
in Varanasi District of U.P. during the year 1960-61. The design
adopted for the survey was the same as in the case of survey on guava
described in the previous section, except that the villages were selected
with probability proportional to area under fresh fruits and with
replacement.

Let p,(i=1, 2, ..., N) be the selection probabilities correspond-
ing to N villages in a stratum. It is then clear that

) 1 n Mi mi A ,
il Sina

n mj
, 1 M,
n Ui

iy g,
n pPin;

are unbiased estimates of y_, B, and A4 respectively. As in
the previous section, we shall only consider the following three estimates

if

’ yn ’
Tl = B'—‘”/ B n’
TZI = JI%:I Aln'
and
T=wly+ {1 —wT,
where

r—-——z = ad Alr—1—~ Al
2

are unbiased estimates of B and A, respectively.
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Then it can be shown that

’ o-bu 2
Vi) =" Z o i) Ss
v M v 11 .
—_— . ——L ..2 — —_— 2.-
+5 Zmipi Z B, ( b Bﬁ) S,

de=1 =1
Vo 1 9
V(1Y) = (“ — >( w75 057 — 2)0,5,)
1 2 MZ271 1
+ n Z hPT‘ (’774 B M) (Sy® + 78*Sis® — 276S.s,)
i=1
N M;
1 V™ M, 1 1 " 0y’
5 Lm0 50 (5, = ) S+ 5
i=1 j=1

with a similar expression for ¥V (7}"), and

Cov. (T, T,)
: 1 1 o = - S
= (E - E/‘) (04 — VB vy — Y a%ay + VuVa G148

1M2(_

iml

X (Sy? — PpSipy — Va SiAy + P54 Sian)

AT )
1 m,pL. 4 R n

where
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= Da% ) (%)
e Bn )

with similar expressions for ¢,,2, o,,, . The other quantities S, 2, S?
Sig% Sipys Siay etc., are defined as in the previous section.

iy

For the purpose of estimation, define

1 n
2 — E E
Sby - n— 1 In“U, Buyw n

1 n
19 — _ B
Sus n—1 m,p; Z B” ,

’ 1 M'i, : B . ’
sbBy:n———lz n—rp‘ 4Vij — Vn
AR

m;p;

, 1 v/ oMy
§SyaB = — Z(,,1ipiZBij

—]ﬁ Z Aij - An’
m; D,

with similar expressions for S,,"% S’b;,y. The quantities 5% s,
Siay %y Siads 552 and s, are defined as in the previous section.

Then it can be shown that consistent estimates of V (73, V (T}")
and Cov. (Ty, T,) are given by:

(22
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" Est, V(T})

19

Ky 1 1 ’ 3 t y.s
=t () O Dt st = Posa)

1 VM1 1 . .
Tw Lt (”ni- B H) (a*1n* — 2V aSie)
with a similar expression for Est. ¥V (T}, and
Est. Cov. (Ty, T,)

12 \ ’ .
— Sby ! 1 1 2 -] ’ 2 g A g
= + i ;;’) (Sm{ +V4Ve S van— V8Svmy — yAs.bAy)

L1 "Mf(i__l_)'

m' L p, \m; M,
- X (PaVuS'tan — .f/BSiBu) — VaSiay
with |
s Y W

Va =5 and ﬁE—B—,.

For the purpose of illustration, we shall consider the data from
Varanasi tehsil only. Here n =66, n =27. Results concerning the
relative efficiency of different estimates based on this data are given
below:

Estmate. .. y' Ty Ty T
% Relative efficiency .. 100 139 ~ 92 142
It will be seen that the use of area under mango as an auxiliary
variable has not proved efficient. There is a.positive gain in the
efficiencies of the estimates 7,’, I, the gain in efficiency ranging from

39% to 42%. As before we observe that the weighted estimate T
is' the most efficient of all the estimates considered here. ‘
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.CERTAIN DISTRIBUTION-FREE TESTS OF
REGRESSION*

By R. S. Kurup }
University of Kerala, Trivandrum

1. THE PROBLEM

SUPPOSE we .are given npairs of observations (x;, y), i=1, 2 -+ n
from a continuous bivariate distribution and we are required to fit a:
relation of the form Y = f(x, 6) where ‘8’ denotes a set of parameters
whose values may be found by any method of estimation. To test
the significance of regression, the null hypothesisis Hy: 8 = 0. Classical
workers tested regression by assuming that the errors are normally
and independently- distributed and this forms the basis of the x2-test.
In this paper the problem is tackled without any such assumptions.

For this problem, B1own and Mood (1950),! (1951)2 suggested
a statistic,

1561+ ()

where r; and r, are the number of positive ¢’s below and above the
median of the x’s, e being the discrepancy between the observed €y’
and the value of ¢y’ under the null hypothesis. For moderately large
n’, this is distributed as a ‘ x2’ with 2 degrees of freedom. This
statistic considers- the 4 possible arrangements of signs, as shown
below: ' : :

nf2 nj2
+ 4+ + + -+ + + + + - +
- - - = — + + + + - +

* Paper prepared in 1955 under a Government of India Seniof Scholarship.

1 The author is at present employed in the Bereau of Economlcs and Statis-
tics, Trivandrum,



